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Longitudinal H∞ Stability Augmentation System
for a Thrust-Vectored Unmanned Aircraft

N. Kannan∗ and M. Seetharama Bhat†

Indian Institute of Science, Bangalore 560 012, India

The development of discrete longitudinal H∞ stability augmentation system to improve the handling qualities
of a radio-controlled unmanned aircraft is presented. The aircraft features thrust-vector control by deflection of
a cold jet to expand the operating envelope. Output sensitivity and a control sensitivity minimization problem
are considered to suppress low-frequency gust disturbance and high-frequency noise disturbance and to ensure
proper control allocation between the elevator and the thrust flap. Gain scheduling is avoided by designing a
single controller at the operating point most sensitive to perturbations in actuators and the aerodynamic model.
To this end, a systematic method to choose the design operating point is presented. The closed-loop system is
comprehensively tested for robust stability using µ analysis and for robust performance over the entire cruise
envelope. Disturbance and sensor noise rejection capabilities are assessed for realistic gust and sensor noise using
nonlinear simulation and hardware in loop simulation. The entire design procedure is performed in discrete time.

I. Introduction

T HE development of thrust vector control (TVC) is necessitated
by the rigorous demands of modern military aviation. These

demands are difficult, if not impossible, to be met using conven-
tional control surfaces because of loss of control effectiveness at
low speeds due to low dynamic pressure. They are also ineffective
in the poststall flight regime.1,2 Many experimental flight vehicles
like the Highly Maneuverable Aircraft Technology (HiMAT3) have
been developed in an attempt to expand the flight envelope of modern
aircraft. In this context, a radio-controlled miniature combat aircraft,
research aircraft (RA) is developed at the Department of Aerospace
Engineering, Indian Institute of Science, to study the effectiveness
of TVC at low speeds.4 Flying of these low-inertia aircraft through
joystick-driven ground command, based on visual cues, becomes
easier due to the fast damped response of controlled airframe. Apart
from improving the handling qualities of the vehicle, the proposed
stability augmentation system (SAS) is expected to provide better
control authority to the elevator than the thrust flap, yet keep the
thrust flap operational and effective.

One of the challenges in the development of such an aircraft is
the design of robust flight controllers, because the aircraft dynam-
ics vary substantially throughout the flight envelope. H∞ control
presents an attractive option among multivariable methods for SAS
design because multivariable robustness measures can be incorpo-
rated directly into the optimization criterion. Hyde5 uses the loop-
shaping/H∞ approach for the design of a flight controller for a ver-
tical and/or short takeoff and landing aircraft. H∞ inner-/outer-loop
structure is designed for a thrust-vectored aircraft at a single flight
condition in Ref. 6. Adams et al.7 present the design of a controller
by µ synthesis for robust stability and performance over the full
flight envelope at high angle of attack using an inner-/outer-loop
approach. Dynamic inversion/µ synthesis inner-/outer-loop control
is used for a thrust-vectored F-18 by Adams et al.8 and for a thrust-
vectored F-16 by Reigelsperger and Banda.9 Tucker and Walker10

use a model matching inner-/outer-loop H∞ approach to the design
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of a robust flight controller for a research civil aircraft. A discrete-
time H∞ controller is designed for the longitudinal dynamics of RA
at a single flight condition in Ref. 11.

Another aspect of aircraft control is gain scheduling or switching
of controllers. However, scheduling of controllers introduces many
complexities at the stage of implementation, such as switching be-
tween controllers and the need for additional measurements such as
speed and altitude for gain scheduling. Designing a single controller
that can provide simultaneous stabilization in the entire operating
range of flight can overcome such constraints. Shin et al.12 use the
worst-case algorithm to determine the flight condition most sensi-
tive to perturbations for the lateral dynamics of an X-38, and it is
shown that the controller designed at this operating point performs
satisfactorily at other flight conditions. A similar approach is used in
the present work for the choice of an operating point for controller
design. The discrete-time longitudinal controller is designed using
the algorithm in Ref. 13 and is implemented for RA on an onboard
computer.

Whereas the majority of the references on the design of robust
controllers for aircraft are with respect to full-scale aircraft, little
attention has been devoted to the low-cost unmanned aerial vehicles
(UAVs). The small size and inertia of UAVs make them more highly
susceptible to wind gusts than conventional aircraft. The uncertain-
ties associated with low-Reynolds-number flight (typical for low-
speed UAVs) are not fully understood and are significant. The main
contribution of this paper is the incorporation of well-established
discrete H∞ control theory13 in the design of a robust longitudinal
flight controller that meets flight stabilization and performance re-
quirements for all flight speeds, without scheduling and validation
through hardware-in-loop-simulation (HILS), for a thrust-vectored,
low-speed aircraft remotely controlled from the ground.

The organization of the paper is as follows: An RA model and
thrust-vectoring scheme is described briefly in Sec. II, including
pole locations for straight and level flight conditions covering the
entire cruise speed range. In Sec. III, the SAS specifications and
the selection of the best operating speed for controller design are
described. H∞ controller synthesis using the algorithm from Ref. 13
is presented in Sec. IV. The closed-loop system performance and
stability robustness are also analyzed at all flight conditions in this
section. Simulation results using a nonlinear model and HILS are
presented in Sec. V.

II. RA Configuration and Mathematical Model
A. Configuration

The RA configuration shown in Fig. 1 is chosen to represent
a typical combat aircraft. RA is a delta-wing low-inertia aircraft
without a horizontal tail and with a takeoff weight of approximately
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Fig. 1 Research aircraft and thrust flap arrangement.

5.5 kg. It is powered by a ducted fan driven by a 15-cm3 piston
engine (OS91) with achievable revolutions per minute of approxi-
mately 18,000. The fuel is a mixture of methanol and castor oil with
nitromethane added to boost the power. The aircraft is controlled
through inboard and outboard elevons on the wing, thrust flap, and
rudder on the vertical tail. A simple but effective approach of tilting
a flap (paddle) at the end of the exhaust duct to deflect a cold jet is
used for thrust vectoring. Experimental results obtained from wind
tunnel studies show that 1 deg of thrust flap deflection is equivalent
to 0.7 deg of elevator deflection.14 Because the model is flown re-
motely from ground, it is designed to be inherently stable, with a
static margin of 6% (of mean geometric chord), that is, the center
of gravity is at a distance of 0.048 m ahead of the neutral point or
aerodynamic center (where the coefficient of pitching moment is
independent of angle of attack). The various parameters of RA are
given in the Appendix.

B. Mathematical Model
The cruise speed range of RA is 25–45 m/s. Because the flight

altitude does not vary significantly, density variations are neglected,
and the vehicle is assumed to cruise at 1200 m, that is, 300 m above
Bangalore, India, height. The longitudinal dynamics of the aircraft
in matrix form after linearization around a trim condition is15
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]
(1)

where u is the change in forward velocity, g is the acceleration due
gravity, θ is the change in pitch angle, α is the change in angle of
attack, δe is the change in elevator deflection, q is the pitch rate,
and δt is the thrust flap deflection. U is the trim velocity. The air-
craft is trimmed for level flight at speeds of 25, 30, 35, 40, and
45 m/s. Because the aircraft uses electromechanical servoactuators
(Futaba 3003), the input to the actuator is a pulse width modula-
tor (PWM) signal with a pulse repetition frequency of 50 Hz, and
the PWM signals are generated using a motor control digital sig-
nal processor (DSP) from Texas Instruments (TMS320LF2407A).
Hence, the input control variable is a PWM pulse width. The ele-
vator and thrust flap actuators (electromechanical) are modeled as
first-order dynamic systems with the continuous-time transfer func-
tion obtained experimentally (output deflection in radians and input

Table 1 Open- and closed-loop phugoid and short-period frequency
and damping

Speed, Open-loop Open-loop Closed-loop Closed-loop
m/s frequency, rad/s damping frequency, rad/s damping

25 0.494 0.131 0.573 0.48
6.44 0.475 6.39 0.49

30 0.412 0.15 0.46 0.52
7.76 0.48 7.75 0.497

35 0.353 0.18 0.343 0.56
9.06 0.48 9.08 0.495

40 0.309 0.227 0.25 0.6
10.3 0.479 10.4 0.49

45 0.275 0.274 0.215 0.63
11.6 0.477 11.7 0.488

in milliseconds of pulse width):

δt/δc = δe/δc = Ka/(Tas + 1) (2)

where Ka = 0.671 and actuator time constant Ta = 0.105 s. The mea-
sured outputs are q and az , and the command signals from ground
are demands on the normal acceleration az . The relation for normal
acceleration is

az = U (α̇ − q) + lv q̇ (3)

where lv is the distance of rate gyroscope and accelerometer lo-
cation from the c.g. and lv = 0.47 m. The accelerometer (TAA-
3104-100, from NeuwGhent Technology) sensitivity is 0.5 V/g and
rate gyro (Microgyro 100 from GYRATION, Inc.) sensitivity is
1.2721 V/rads−1, inclusive of the preamplifier gain in the flight
instrumentation.

The elements of coefficient matrices in Eq. (1) are termed sta-
bility and control derivatives. Stability derivatives can be further
classified into static and dynamic derivatives. Static derivatives are
the dimensional variation of forces and moments with respect to
aerodynamics and motion variables, whereas dynamic derivatives
are dimensional variations of forces and moments with respect to
rate of change of aerodynamics and motion variables.

The static derivatives are obtained from static, low-speed wind-
tunnel tests because they are more accurate than analytical means
(DATCOM16). However, estimation of dynamic derivatives using
an oscillatory rig in a wind tunnel is complex, hence, they are found
using DATCOM. Note that Eq. (1) does not contain dynamic deriva-
tives due to α̇ because of the absence of horizontal tail. Though this
may be detrimental in terms of reduced short-period damping,15 the
removal of a horizontal tail helps in reduced overall weight and in-
creased endurance. The thrust flap control derivatives in Eq. (1) are
derived from the incremental lift, drag, and moment equations that
are modeled as a function of exit momentum of the jet, duct area,
distance of exit duct from the c.g., and the distance of air intake from
c.g. Ideally, for aircraft flying over a wide operating envelope, the
exit momentum varies inversely with speed. The exit momentum
stays nearly constant at 26.5 N for RA over the cruise range; there-
fore, the thrust flap effectiveness is expected to remain constant for
all cruise speeds. The state-space model for the representative case
of 45 m/s is given in the Appendix, as are the trim parameters for
straight and level flight at different speeds. The longitudinal mode
natural frequencies and damping at these speeds are given in Table 1.

III. Flight-Control System Specifications and
Operating Point Selection for Controller Design

A. Specifications
The closed-loop design specifications mainly concern gust distur-

bance rejection, sensor noise rejection, and robustness to variation in
speed within the operating envelope and model uncertainty. Though
flying qualities specifications are not available for subscale aircraft,
such specifications for piloted aircraft can act as a guideline with
respect to which design can be used.17 For full-scale aircraft, fly-
ing qualities evaluation is performed through pilot-opinion rating
scales such as the Cooper–Harper scale.18 Accordingly, the U.S.
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military specifications19 for level-1 flying qualities (excellent air-
craft characteristics and pilot compensation not a factor for desired
performance) state that the phugoid ξp and short-period ξSP damping
requirements are

ξp ≥ 0.5 (4)

0.35 < ξSP < 1.3 (5)

It can be seen from Table 1 that, though the short-period damping
is low, criterion (5) is satisfied, but the phugoid damping is lower
than the specification. Therefore, the phugoid mode damping has to
be improved to meet the flying quality requirement. With reference
to Table 1, it can be seen that the short-period dynamics is fast due
to low inertia. Because this is desirable, the closed-loop character-
istics, in terms of speed of response, should not be significantly
lower than open loop. The aim is to design an SAS to achieve good
maneuverability; hence, the command signals from ground are de-
mands on az . However, zero steady-state error in tracking az is not
important because the pilot can compensate for loss in az manually
through joystick movement.

1. Gust Disturbance Rejection
Atmospheric turbulence is a low-frequency phenomenon that

commonly occurs during flight and that can have an adverse ef-
fect on the response of aircraft, especially for a subscale aircraft
due to its high susceptibility to turbulence. To determine the gust
rejection specifications of the closed-loop system, the vertical wind
gust noise is taken to have a spectral density given in Dryden form
(see Ref. 20) as

�w(ω) = 2Lwσ 2

πU

1 + 12(Lw/U )2ω2

(
1 + 4(Lw/U )2ω2

)2
(6)

where ω is the frequency in radian per second, σ is the turbulence
standard deviation, Lw is the turbulence scale length, and U is the
flight velocity. The turbulence scale length at 1200-m altitude is20

Lw = 265 m (7)

The turbulence standard deviations are defined in statistical terms
and classified as light, severe, and moderate, with σ = 1.55 m/s for
light wind, σ = 3.05 m/s for moderate wind, and σ = 5.96 m/s for
severe wind conditions.19 Given that RA is usually flown in mild
or calm wind conditions, a standard deviation of 2.5 m/s is chosen.
The gust spectral density at different speeds is given in Fig. 2. The
frequency range of concentration of gust disturbance is found to
increase with speed and reaches 13 rad/s for the flight condition at
45 m/s. This represents the worst-case scenario when disturbances
may excite both the phugoid and short-period modes. When this is
used as the benchmark, the gust rejection specification is to reject
all disturbances below 13 rad/s.

Fig. 2 Frequency response of wind spectral density for different flight
speeds.

2. Noise Rejection
Though the microelectromechanical systems sensors have an in-

built 50-Hz low-pass filter, it is found that the sensor outputs are
noisy and biased, with noise concentration in the region above
30 rad/s, which makes the control of aircraft difficult. Thus, the
high-frequency specification is to reject all noise above 30 rad/s.

3. Robustness Requirements
The controller designed at the worst-case operating condition

should be robust to variations in flight conditions. It should also be
robust to structured uncertainty in plant models and unstructured
multiplicative uncertainties at actuator inputs that are present at all
flight conditions. Structured uncertainty in plant models stems from
the confidence level reposed in various aerodynamic derivatives. In
general, data from wind tunnels are more reliable than those calcu-
lated from analytical means, and, hence, a larger uncertainty level
is placed on dynamic derivatives. Thus, the uncertainties in dimen-
sional derivatives are Xu , 20%; Xα , 10%; Zq , 10%; Mα , 25%; Mq ,
20%; Zδe, 20%; Zδt , 20%; Mδe, 20%; and Mδt , 20%. These uncer-
tainty values are assumed constant at all flight conditions. Unstruc-
tured uncertainties in elevator and thrust flap actuators are assumed
to be in the input multiplicative form and are weighted by the transfer
matrix

Wact = [(s + 2.5)/(s + 50)]I2 × 2 (8)

This implies a low-frequency error of 5%, which increases with
frequency up to 100%. Quantitatively, the µ bounds of the closed-
loop system should be less than one at all flight conditions for the
uncertainty range just described. The closed-loop system should also
be robust to nominal expected onboard computational time delays
of 0.02 s. (Control input at the present sampling instant is based on
the sensor outputs measured at the preceding sampling instant.)

Apart from the preceding specifications, the maximum control
surface deflection should not exceed the experimentally determined
limits of ±15.7 and ±16.3 deg for the elevator and thrust flap,
respectively.

B. Operating Point Selection for Controller Design
The main aim of the present work is to design a single controller

for the entire flight range to achieve the simultaneous stabiliza-
tion, disturbance rejection, and noise rejection requirements just
outlined. Figure 3 shows the singular value plot of the open-loop
frequency response at different operating speeds. Figure 3 shows
that the frequency response shapes are similar due to small changes
in cruise speed. However, the difference in maximum singular val-
ues is largest between the open-loop plants at 45 and 25 m/s. This
difference varies from 6.5 dB in the frequency range of 0.1–10 rad/s
to 10 dB above 10 rad/s. It is obvious that the gain difference is
high between the extreme operating points, which calls for a robust

Fig. 3 Singular value plot of open-loop frequency responses at differ-
ent flight conditions.
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controller. However, in addition to stability robustness, performance
preservation is also an important requirement for controller design
as mentioned earlier. Hence, the design operating point should have
minimal robustness requirements so that the design is not conserva-
tive with respect to performance. Two criteria are outlined here for
choosing the design operating point:

1. Criterion 1
Denote the prospective plant model for controller design as Go1

and the plant models at other flight conditions as Gi , where i = 1:4,
because there are five operating points. The other operating points
Gi can then be treated as perturbations away from the prospective
operating point Go1, and the best operating point is the one at which
the magnitude of perturbation ratio σ̄ [(Gi − Go1)/Go1] is at a min-
imum over all Go1 in the frequency range that includes both the
short-period and phugoid modes, that is, the best operating point
Go satisfies the following condition:

max
Gi

σ̄ [(Gi − Go)/Go] ≤ max
Go1

max
Gi

σ̄ [(Gi − Go1)/Go1] (9)

Equation (9) basically means that the best operating point Go is
nearer to all other flight conditions than any other operating point,
thereby minimizing the requirement on robustness.

2. Criterion 2 (Worst-Case Criterion)12,21

The effects of the uncertain aerodynamic derivatives on the open-
loop plant model also play an important role in the determination
of the best operating point. Controller design at the operating point
most sensitive to perturbations helps in avoiding overemphasis on
stability to perturbations at other flight conditions, thereby resulting
in better performance.

Consider the perturbation set ∆p corresponding to real parameter
uncertainties and complex unstructured uncertainties of the open-
loop transfer function matrix Go (Fig. 4). ∆p has a diagonal struc-
ture with scalar real and complex elements. The worst-case pertur-
bation set 	ω for Go at each frequency ω is defined as

{
	ω ∈ ∆p : max

	 ∈ 	p

σ̄ [G(	)|ω − Go|ω]
}

(10)

where the subscript ω represents the frequency at which the worst-
case perturbation set is evaluated. Go|ω is the nominal open-loop
transfer function evaluated at the frequency ω, and G(	)|ω is the
perturbed open-loop transfer function evaluated at ω. In the present
case, there are no complex perturbations because the nominal actua-
tor transfer function is assumed to be invariant at all flight conditions.
Therefore, ∆p takes the form

∆p := diag(δ1, δ2, . . . , δ9), −1 ≤ δi ≤ 1 (11)

corresponding to the nine uncertain aerodynamic derivatives. The
maximization problem of Eq. (10) is basically a problem of finding

Fig. 4 Interconnection for worst-case analysis problem.

the perturbation that results in a perturbed plant model most distant
from the nominal open-loop plant. Once the worst-case perturba-
tions are calculated, the uncertainty ratio |[G(	ω) − Go|ω]/Go|ω|
can be found for all operating points at all frequencies. The flight
condition with the largest uncertainty ratio is then the operating
point most sensitive to perturbations, and controller design can be
performed at this point.

For the purpose of calculating 	ω, a worst-case analysis is per-
formed at all flight conditions along the lines of that in Ref. 12 using
the algorithm in Ref. 21. Equation (10) is equivalent to maximizing
σ̄ ( ) at each frequency of a given linear fractional transformation
model with an uncertainty set 	 ∈∆p , as shown in Fig. 4,

max
	 ∈ 	p

σ̄ [Fu(Go|ω,∆)] (12)

where the upper linear transformation

Fu(Go|ω, 	) = [
Go22 + Go21|ω	(I − 	Go11|ω)−1Go12|ω

]
(13)

y = Fu(Go|ω, 	)

u = [
Go22|ω + Go21|ω	(I − 	Go11|ω)−1Go12|ω

]
u (14)

The transfer function matrix Go|ω is partitioned as

Go|ω =
[

Go11|ω Go12|ω
Go21|ω Go22|ω

]

The starting point in finding a solution to Eq. (12) is the one-
parameter problem,21 where ∆p := {δ I : − 1 ≤ δ ≤ 1}, that is, a sin-
gle real, repeated perturbation is assumed. For this special case,
Eq. (12) becomes

max
−1 ≤ δ ≤ 1

σ̄
[
Go22|ω + Go21|ωδ(I − δGo11|ω)−1Go12|ω

]
(15)

The one-parameter problem of Eq. (15) has a clear solution21

described in Refs. 22 and 23. The one-parameter problem can easily
be extended to the multiparameter case (11) as follows:

1) Initialize ∆p in Eq. (11) at midpoint (zero in this case).
2) Pick a random ordering of integers 1–9 (number of real uncer-

tain parameters).
3) Hold all δ of ∆p fixed except the free element identified in

step 2 and cycle through random ordering.
4) Maximize over ∆p using a single-parameter solution.
5) Set the value of the free element to the maximum value.
6) Repeat the steps for all δ of ∆p .
The preceding algorithm is repeated over the entire frequency

range, and 	ω is calculated; maxGi σ̄ [(Gi − Go1)/Go1] from crite-
rion 1 and σ̄ {[G(	ω) − Go|ω]/Go|ω}∀ω from criterion 2 at all flight
conditions can then be used to find the best operating point. In the
case of a conflict between approaches 1 and 2, a judicious choice
of operating point based on the frequency range of interest should
be made. For the present case, with regard to approach 1, the plots
of maxGi σ̄ [(Gi − Go1)/Go1] for all of the operating points Go1 are
given in Fig. 5. Note that the smallest perturbations are with respect
to the operating points of 35 and 45 m/s. Whereas the uncertainty
ratio with respect to 35 m/s is at a minimum at the frequency range
from 0.4 to 7 rad/s, the uncertainty ratio with respect to 45 m/s is at
a minimum at the frequency range from 0.01 to 0.4 rad/s and again
after 7 rad/s. With reference to Table 1, phugoid and short-period
modes of all of the flight conditions are covered in the frequency
range from 0.2 to 12 rad/s, and, hence, both flight conditions at 35
and 45 m/s are suited for controller design. However, with regard
to criterion 2, it is found that the most sensitive operating speed to
structured perturbations of the nature given in Sec. III.A is 45 m/s.
In Fig. 5, σ̄ {[G(	ω) − Go|ω]/Go|ω}∀ω at 45 m/s is also shown. In
summary, the operating speed of 45 m/s is the closest to other flight
conditions and also the most sensitive to perturbations in aerody-
namic derivatives. Therefore, the controller design is carried out at
the cruise speed of 45 m/s.
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Fig. 5 Uncertainty ratios σ̄Gi [(Gi −− Ga)/Ga] and σ̄{[G(∆ω) −− G45||ω]/
G45||ω} ∀ω.

Fig. 6 H∞ synthesis block diagram.

IV. H∞ Synthesis Formulation
and Closed-Loop Analysis

A. Formulation of H∞ Synthesis
Based on the requirements presented in Sec. III.A, the H∞ de-

sign synthesis model is chosen as in Fig. 6. In Fig. 6, P is nominal
discrete-time aircraft model, including actuators, at the flight con-
dition of 45 m/s. The sampling time is chosen as 20 ms to achieve
synchronization with the PWM command signals from the ground.
The command input from ground is r , and wg is the longitudinal
gust input. In Fig. 6, r1 and wg are treated as the exogenous input
signals, z1 and z2 are the performance output signals, and y2 is the
vector of measured outputs. K is the controller to be synthesized,
and K1 is the matrix of accelerometer and gyroscope sensitivities
ka and kg:

K1 =
[

ka 0

0 kg

]

A feedback path configuration is chosen for implementation be-
cause in forward path configuration the controller states need to
be initialized depending on the reference inputs and actuator in-
puts during switchover from open-loop control to closed-loop con-
trol in flight. Whereas many switching strategies are reported in
literature,24,25 the states of the feedback path controller can be ini-
tialized to zero without resorting to these switching strategies.

The H∞ design problem is to find a stabilizing controller K , such
that

‖Tzw‖∞ < γ (16)

for a given γ . The Tzw is the closed-loop transfer function matrix be-
tween the exogenous input vector w = [r1 wg]′ and the performance
output vector z = [z1 z2]′ given by

Tzw =
[

W1 So W1 So P2

W2 Si K W2 Si K K1 P2

]
(17)

The condition ‖Tzw‖∞ < 1 can easily be extended to the case
‖Tzw‖∞ < γ through scaling; ‖εTzw‖∞ < 1, where ε = 1/γ . The
output and input sensitivity So and Si are, respectively, given by

So = [I + K1 P1 K ]−1, Si = [I + K K1 P1]−1 (18)

P1(z) = y1(z)/u(z) is the transfer function from controller input to
the plant output and P2(z) = y1(z)/wg(z) is the transfer function
from vertical gust input to the plant output. W1, being the weighting
function of the error due to wind disturbances and on output sensi-
tivity So, is related to the performance requirements. W1 is chosen
to have low-pass filter characteristics, and its gain determines the
bandwidth of disturbance rejection. W2 is the weighting function
on the control effort due to wind disturbances and reference signals
Si K and Si K K1 P2, respectively. Hence, W2 is chosen to have high-
pass filter characteristics. The gains of the control effort weighting
function are chosen to avoid saturation of the elevator and thrust
flap and to give more authority to elevator.

Given the state-space representation of the interconnection for
the generalized plant (aircraft dynamics augmented with weighting
matrices W1 and W2) in Fig. 6,

x(k + 1) = Ax(k) + B1w(k) + B2u(k)

z(k) = C1x(k) + D11w(k) + D12u(k)

y(k) = C2x(k) + D21w(k) (19)

where x(k) is the state vector, u(k) is the control input vector, y(k) is
the measurement vector, w(k) is the exogenous input vector, and z(k)
is the output to be controlled. The algorithm from Ref. 13 derives
an explicit state-space formula for a controller of the form

xc(k + 1) = Acxc(k) + Bcy(k)

u(k) = Ccxc(k) + Dcy(k) (20)

that internally stabilizes the closed-loop system, such that
‖Tzw‖∞ < 1. The controller state, control, and measurement ma-
trices Ac, Bc, Cc, and Dc are given in terms of the solutions of two
discrete Ricatti equations subject to the following two conditions13:

1) Condition 1 states that system (A, B2, C1, D12) has no invariant
zeros on the unit circle and is left invertible.

2) Condition 2 states that system (A, B1, C2, D21) has no invariant
zeros on the unit circle and is right invertible.

The choice of weighting functions is based on the fulfillment of
the conditions 1 and 2. The linearized aircraft model with actuators
is discretized and augmented with computational delay and dis-
cretized weighting functions to obtain the generalized state-space
representation of Go in Fig. 6. Conditions 1 and 2 dictate that the
weighting function W2 be proper. The direct feedthrough term from
control input to measurement D11 is zero because the linearized
aircraft model is connected in series with a strictly proper actuator
model [Eq. (2)].

B. Closed-Loop Analysis
The weighting function W1 determines the performance proper-

ties of the closed-loop system. In other words, W −1
1 gives an up-

per bound on the sensitivity. The poles of the weighting function
determine the bandwidth of disturbance rejection. The weighting
function W2 determines the robustness characteristics of the close-
loop system to unstructured additive uncertainties; that is, W −1

2 acts
as the upper bound on the controller gains Si K . Also, the zeros of
W2 determine the actuator bandwidth and noise rejection proper-
ties. However, a large gain of W2 results in less control activity and
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sluggish response, and a large frequency zero will lead to reduced
noise rejection properties. Hence, W2 is chosen to strike a balance
between robustness, satisfactory response, and good noise rejection.

When the preceding observations are into account, the final choice
of weighting functions for W1 and W2 are

W1 =
[
w11 0

0 w12

]
=




100

5s + 1
0

0
100

5s + 1


 (21)

W2 =
[
w21 0

0 w22

]
=




0.02(s + 1)2

(0.001s + 1)2
0

0
(0.1s + 1)2

(0.001s + 1)2


 (22)

W1 and W2 are chosen to be strictly proper and proper, respec-
tively, to satisfy conditions 1 and 2 (Sec. IV.A). The discrete form
of weighting functions is then augmented with the discrete aircraft
model. Functions w11 and w12 are chosen to be identical, implying
equal weighting to both of the sensitivity channels; w21 correspond-
ing to the elevator channel has lower gain than the thrust flap channel
to give more authority to the elevator. Also, the thrust flap channel
has higher frequency zeros than the elevator channel to aid in the
high-frequency control effort. The resulting controller is of order 14,
equal to the order of the generalized plant, and the limiting value of γ
is 0.85. The order is reduced to five using the Hankel norm approx-
imation. Furthermore, all pole–zero pairs with small residues are
removed by observation to reduce the onboard computation time.

The reduced-order controller transfer function in the z domain is

K (z) =




−0.014446(z − 1.155)(z − 1.02)(z − 0.9866)

(z − 0.9962)(z2 − 1.959z + 0.9597)

−0.0002397(z − 1.236)(z2 − 1.986z + 0.9857)

(z − 0.999)(z − 0.9961)(z2 − 1.959z + 0.9597)

0.025647(z − 1.067)(z2 − 1.982z + 0.9829)

(z − 0.9958)(z2 − 1.959z + 0.9597)

0.00025081(z − 0.9043)(z2 − 2.008z + 1.009)

(z − 0.999)(z − 0.9958)(z2 − 1.959z + 0.9597)




The frequency responses of the individual full-order and final
reduced-order controller transfer functions are shown in Fig. 7. The
controller transfer functions exhibit properties of a low-pass filter in
all channels, with the gain in the normal acceleration channel being
lower than the gain in the pitch rate channel by 12 dB. This is be-
cause the open-loop gain in the pitch rate channel is lower than the

Fig. 7 Frequency response of full- and reduced-order controllers.

normal acceleration channel by about 12 dB. The singular values of
output sensitivity So, as defined in Eq. (18), is shown in Fig. 8 for
all cruise speeds. The output sensitivity exhibits very small gains at
frequencies up to 2 rad/s, after which it peaks and finally remains
at 0 dB. This trend is observed at all cruise speeds except for the
flight condition of 25 m/s, where the sensitivity peaks to 0.5 dB at
0.6 rad/s, which is negligible. However, it remains below 0 dB in
the remaining region before settling to 0 dB at 10 rad/s. This implies
that the low-frequency output disturbance rejection property of the
closed-loop system is nearly preserved at all flight conditions. Also,
a comparison of open-loop singular values and closed-loop sensitiv-
ity shows that the condition number of the open loop at an operating
condition of 45 m/s is 1258.92 at 0.1 rad/s and 281.83 at 1 rad/s.
In contrast, the condition number of sensitivity is 1.51 at 0.1 rad/s
and 1.25 at 1 rad/s. These values indicate that the controllability of
the closed loop has increased by 800 times compared to the open
loop at 0.1 rad/s and 225 times at 1 rad/s. Figure 9 shows the sensi-
tivity of control effort to input demands Si K for all cruise speeds.
Si K determines the robustness of the closed-loop system to additive
uncertainty and also the upper bounds on the controller gains. The
control effort is small at high frequencies because the pilot command
inputs are likely to contain only low-frequency signals. However,
note that the peak value of Si K becomes larger as we move toward
the cruise speed of 25 m/s. Si K determines robustness of the system
with an additive uncertainty of the form

G(	) = Go + 	 (23)

where 	 is the frequency-dependent additive perturbation, Go is
the nominal plant, and G(	) is the perturbed system. In the present
design, ‖Si K‖∞ = 0.4586 for the cruise speed of 45 m/s. The

corresponding gain margin excess (‖Si K‖∞)−1 is 6.77 dB, indicat-
ing good robustness. The value ‖Si K‖∞ increases to 0.87 or a gain
margin excess of 1.2 dB for the flight condition of 25 m/s. Though
this indicates deterioration in robustness, the closed-loop system at
25 m/s still exhibits a positive gain margin. The requirement of ro-
bustness to nominal time delays usually places a limitation on the
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Fig. 8 Frequency response of output sensitivity So at different flight
conditions.

Fig. 9 Control effort SiK at different flight conditions.

Fig. 10 Sensitivity of outputs to wind disturbances at different flight
conditions.

achievable bandwidth of the system.26 (This is similar to the limita-
tion placed by right half-plane zero.) However, the effect of delays
is not a concern in the present study because the corner frequency
corresponding to delay (50 Hz) is much higher than the closed-loop
bandwidth of 10 rad/s (Fig. 8).

Figure 10 shows the sensitivity of outputs to wind disturbances
at all flight conditions. The frequency at which the peak values oc-
cur decreases with a decrease in cruise speed, and at 25 m/s, the

peak occurs at 6 rad/s. However, the singular values are still below
−15 dB up to 12 rad/s as required in specifications (well below
0 dB), implying good gust rejection properties. The preceding fre-
quency response analyses show that a discrete controller is capable
of meeting all specifications, including robustness.

1. Closed-Loop Pole Locations
The closed-loop phugoid and short-period pole locations in the

w domain are given in Table 1 for all of the cruise speeds. Note
that the phugoid damping of the closed loop at the design point of
45 m/s has improved to 0.63 from the open-loop damping of 0.275,
whereas the phugoid frequency has decreased slightly from 0.27 to
0.215 rad/s. The closed-loop short-period damping also shows an
improvement (0.488) compared to the open-loop damping (0.477),
whereas the frequency is the same at 11.7 rad/s. All closed-loop
poles show a similar trend and satisfy the phugoid and short-period
specifications, except at the cruise speed of 25 m/s, which shows a
phugoid damping of 0.48. This damping is, however, satisfactory,
considering the following: 1) The states u and θ influencing the
phugoid mode are fed back. 2) The extreme case in the operating
range is represented by 25 m/s.

2. µ Analysis
Robustness of the closed-loop system to both structured aerody-

namic parameter uncertainty and unstructured input multiplicative
uncertainty of the actuator of the form given in Sec. II is determined
through µ analysis.27,28 The interconnection in Fig. 4 can also be
used to pose the robust stability problem to uncertainties with a block
diagonal structure. In the present case, the controller is assumed to
be absorbed in Go. Let Go have the input–output representation

[
Go11 Go12

Go21 Go22

]

The well-known robust stability criterion27 states that the sys-
tem Fu(Go,∆) in Fig. 4 is well posed and stable if and only
if µ	p[Go11( jω)] < 1 ∀ω for a given block-structured uncertainty
∆∈∆p , such that σ̄(∆) ≤ 1. In the present case, ∆p has the block
diagonal structure ∆p = diag([δ1, δ2, δ3, . . . , δ11)], δ1, δ2 ∈ C , and
δ3, δ4, . . . , δ11 ∈ R. Here, δ1 and δ2 represent the uncertainty in the
actuator model, whereas δ3, . . . , δ11 represent the uncertainty in
aerodynamic coefficients.

The stability robustness of the closed-loop system is tested using
a µ analysis tool box for all five flight conditions, assuming that all
perturbations act simultaneously. The µ bounds are shown Fig. 11
for all cruise speeds. Note from Fig. 11 that the peak µ value of 0.68
for the cruise speed of 25 m/s is the highest, indicating deterioration
in terms of stability. This is quite natural because 25 m/s represents
the extreme case in terms of variation from the nominal condition

Fig. 11 Longitudinal robust stability µ bounds.
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of 45 m/s. However, the bounds are still within the limit of one,
indicating robust stability at all cruise speeds.

V. Simulation Results
A. Nonlinear Simulation

For the purposes of nonlinear simulation, flight simulation soft-
ware called the Flight Analysis and Simulation Tool (FAST),29 writ-
ten in FORTRAN, is used. The program uses subroutines and library
tools with a user-defined input file containing the vehicle parameters.
The controller is used in the feedback loop and actuator models and
a 0.02-s delay are included. The aircraft is first trimmed at straight
and level flight at different speeds and at an altitude of 1200 m. The
controller is switched on after 1 s. A 4-s duration positive pulse of
amplitude 0.05 ms (about nominal trim pulse width), corresponding
to a flap deflection of 1.9 deg, followed by a 4-s negative pulse, also
of amplitude 0.05 ms (−1.9-deg flap deflection) is given at the accel-
eration command channel. This corresponds to the pilot moving the
joystick on the ground from the trim point to one side and then to the
other end and back. To simulate turbulence, a wideband white noise
is filtered through discrete shaping filters derived from the Dryden
spectra (see Ref. 15) in Eq. (5). To simulate sensor noise, white noise
is passed through a high-pass first-order discrete shaping filter, given
in continuous time as [0.02(s + 30)]/(s + 100). The filter output is
added to the sensed outputs of pitch rate and normal acceleration.
Figure 12 shows the responses of pitch rate and angle of attack
for all flight conditions. Total pitch angle and normal acceleration,
as well as the open-loop response at 45 m/s are shown in Fig. 13.
Figure 14 shows the total velocity response and elevator deflec-
tions, and Fig. 15 shows the thrust flap and command signals. From
Figs. 13 and 14, note that the low-frequency disturbance effects are
lower in the closed-loop response, which shows that in the presence
of a controller gust disturbance, rejection is achieved. This property
is retained at all flight conditions, which proves that the controller
is robust in terms of disturbance rejection as is expected. Also, the
closed-loop responses are fast and well damped for all of the flight
conditions. A comparison of the open and closed loops indicates that
whereas the open-loop phugoid states are still oscillatory, the closed-
loop phugoid states are fast and well damped with a settling time of
6 s. The short-period states of pitch rate and angle of attack have a set-
tling time of 4 s in the closed loop, whereas the open-loop responses
remain oscillatory. These observations conform with the design re-
quirement of improving the closed-loop damping while retaining
the speed of response. Another observation is that the noise injected
at the measurement channels is also rejected, a property also main-
tained at all flight conditions. The responses show that the require-
ment of robustness to time delay is also satisfied. In fact, simulation

Fig. 12 Pitch rate and angle of attack response at all speeds and open-
loop response at 45 m/s.

Fig. 13 Pitch angle and normal acceleration response of closed-loop
system at all cruise speeds and open-loop system at 45 m/s.

Fig. 14 Total velocity and elevator deflection of the closed-loop system
at all cruise speeds and open-loop system at 45 m/s.

Fig. 15 Thrust flap deflection and command signal.
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Fig. 16 Trajectory of aircraft at all flight conditions.

results (not shown) indicate that time delay up to three times the
sampling time (Ts), that is, 0.06 s, does not degrade the performance
of the closed-loop system.

The control surface deflections show that the ratio of thrust flap
deflection to elevator deflection varies from 35% at 45 m/s to 32%
at 25 m/s. Ideally, the control authority of thrust vectoring should
be increased with a decrease in speed. This is especially true for
full-scale thrust-vectored aircraft in which the jet exit momentum
increases with decrease in speed. An inner-loop control allocation
scheme using dynamic inversion9 could compensate for the loss in
control allocation. However, this aspect is not explored in the present
study because the exit momentum remains almost constant with
speed as mentioned in Sec. II. The trajectories traced by the aircraft
at all speeds are shown in Fig. 16. Figure 16 basically means that the
aircraft climbs up to an altitude ranging from 30 m at 25 m/s to 100 m
at 45 m/s when the stick is pulled and held and climbs down when
pushed in the opposite direction, finally leveling itself when the stick
is brought back to trim position. Note that the trajectory is smooth
with no oscillations, which is desirable from the pilot’s point of view.

B. HILS
A functional HILS is performed by using a dSPACE DS1104

controller board, which is a real-time control system based on a
floating-point processor running at 250 MHz. DS1104 features a
graphical user interface for managing the controller card and a real
time interface between Simulink® and dSPACE hardware. Real time
code is built and implemented on the fixed-point motor control DSP
TMS320LF2407A from Texas Instruments. The DSP is housed in
a fight instrumentation card (FIC) developed in-house.

HILS provides a cost-effective means of testing the FIC (with the
coded controller) and the control surfaces, namely, the elevator and
thrust flap. The importance of testing control surface deflection in
real time stems from the fact that the servos powering the control sur-
faces are connected to them through wires that can introduce many
non-linearities like backlash and a dead zone. Also, the hinges of the
control surfaces can introduce friction that has not been modeled.
Control surface deflection and rate saturation can also be monitored
in this setup. The interconnection diagram for HILS is shown in
Fig. 17. PWM command signals from the remote transmitter are
captured by the PWM capture unit of the DSP through the receiver
(point 1). The signal is passed through a first-order low-pass filter
with a frequency of 100 rad/s (point 2) to suppress noise. The in-
puts to the controller are simulated sensor outputs through an A/D
converter, with units in volts, corresponding to the accelerometer
and rate gyroscope, and the output of the controller is the pulse
width (milliseconds). The control signal from the DSP is sent to the
dSPACE 1104 PWM capture unit, and 1.6 ms is subtracted at the
input of the actuator to account for the fact that a linear model is
simulated. A saturation block is included in the DSP program to
limit the control signal to 1.0–2.2 ms (point 3). The transport delay
shown at point 4 is indicative of the fact that the control signal at
any time instant is based on the measurement signal at the previous

Fig. 17 Interconnection setup for HILS.

Fig. 18 Closed-loop responses of HILS and DTS.

time instant. The first control signal corresponding to the elevator
is then sent to the elevator after adding 1.6 ms. A PWM signal of
width 1.6 ms is added to the second feedback signal from the con-
troller before being sent to the thrust flap servo for reasons similar to
those already mentioned (point 5). The control surface deflections
are checked for correctness of direction and saturation. Noise and
gust disturbance are also injected at the simulated sensor outputs
and plant input to check for control surface chattering (point 6).

After the simulation is started, the joystick in the transmitter is
moved to one end and held for some time. The joystick is then again
moved to the other end and held, after which it is brought back
to the neutral position, and this pattern is repeated. To compare the
results of the HILS, the same command signals are used in a desktop
simulation (DTS) without any hardware. The time responses of both
of the closed-loop systems are shown in Figs. 18 and 19.

The input command signals captured in the FIC do not contain
any high-frequency noise due to the presence of a low-pass filter,
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Fig. 19 Normal acceleration and control surface deflections of HILS
and DTS.

at input. In fact, without the low-pass filter, the noise levels were
observed to be high. The response from HILS is seen to be well
damped and fast. The noise and disturbances injected at the sensor
gain block and gust input point are rejected fully. No chattering is
observed in the control surfaces at any instant as can be seen from
the control surface deflections. Figures 18 and 19 also show that
there is a slight mismatch in the responses between DTS and HILS,
possibly due to fixed-point calculations in the DSP. The variables
that show the highest deviation from DTS in terms of response
are u (perturbed forward speed) and δt (thrust flap deflection). The
highest difference between DTS and HILS for u is 4 m/s, whereas the
maximum difference for δt is 0.4 deg. The control surface deflection
of the elevator to the thrust flap is reduced to 0.32, as opposed
to 0.35 in the nonlinear simulations and DTS. These differences
can, however, be considered safe because typical pilot inputs are
much lower than the reference signals given in HILS. Also, the
HILS results show excellent robustness properties in spite of the
computation delays encountered in DSP.

VI. Conclusions
This study describes a discrete longitudinal H∞ stability aug-

mentation system for a thrust-vectored unmanned aircraft in the
entire cruise envelope. A single controller is designed to avoid gain
scheduling. It is shown that a systematic approach to selection of the
operating point for controller design provides good performance in
the entire cruise envelope. Both structured and uncertain uncertain-
ties are used for testing the robustness of the closed-loop system,
and the single controller is shown to satisfy robustness criteria at all
cruise speeds.

Extensive nonlinear simulations and functional HILS based
on a dSPACE DS1104 controller board and Texas Instruments
TMS320LF2407A, with gust and sensor noise, show that the closed-
loop system exhibits very good gust and sensor noise rejection prop-
erties with excellent matching with the DTS. The simulation results
show that H∞ control can be successfully used in the design of flight
controllers for unmanned aircraft.

Appendix: Model Parameters of RA
Longitudinal aerodynamic variables in polynomial form30 are

CL(α, δe, δIB, δt ) = −0.0502 + 0.0071δe + 0.00128δt

CD(α, δe, δIB, δt ) = 0.0203 − 0.0015α + 0.00047α2 − 0.00023δe

+ 0.000033δ2
e + 0.00013αδe + 0.00067δt

Cm(α, δe, δIB, δt ) = 0.0084 − 0.0021α − 0.0026δe − 0.1126δt

+ 0.0067δtα − 0.0012δtα
2 + 0.0001δtα

3 (A1)

Table A1 Model parameters of RA

Parameter Value

Wing airfoil NACA 63A006 mean line 230
Wingspan 1.09 m
Wing area 0.68 m2

Geometric mean chord 0.747 m
Vertical tail airfoil NACA 63A010
Fuselage length 1.49 m
Fuselage maximum diameter 0.13 m
Nozzle flap airfoil NACA 63A010
Nozzle flap chord 0.11 m
Nozzle flap width 0.125 m
Takeoff weight 5.5 kg
Iyy 0.5182 kgm2

Izz 0.7232 kgm2

Ixx 0.1583 kgm2

Ixz 0.03144 kgm2

Static thrust 32.54 N
Takeoff speed ∼22 m/s
Landing speed ∼20 m/s

Table A2 Trim parameter values

Speed, Angle of Elevator Lift Drag
m/s attack, deg deflection, deg coefficient coefficient

25 7.4 −2.2 0.22 0.05
30 5.5 −0.9 0.16 0.04
35 4.3 −0.19 0.11 0.03
40 3.5 0.3 0.08 0.03
45 3.0 0.6 0.07 0.02

where CL is the lift coefficient, CD is the drag coefficient, Cm is the
moment coefficient defined with respect to the center of gravity, α
is the angle of attack in degrees, δe is the outboard elevon deflection
in degrees, and δt is the thrust flap deflection in degrees.

The state-space representation of RA dynamics at 45 m/s at
1200-m altitude is


u̇

α̇

q̇

θ̇


 =




−0.1577 −3.3168 0 −9.802

−0.0095 −6.9513 0.9702 0

0 −109.875 −4.1492 0

0 0 1 0







u

α

q

θ




+




−1.9461 −3.7601

−1.1975 −0.2160

−156.4535 −111.1232

0 0




[
δe

δt

]
(A2)

The various model parameters of RA are given in Table A1 and trim
parameter values for straight and level flight at different speeds are
given in Table A2.
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